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I. INTRODUCTION 

The following are some examples of situations 
in which the results of this article are appli- 
cable. 

A. Suppose you have conducted a survey in 
which double sampling was used and you are inter- 
ested in the ratio of Spanish persons with less 
than 12 years of education to total Spanish per- 
sons, where one quantity comes from the large 
sample and one from the small sample. This 

article gives a simple algebraic formula for the 
correlation coefficient between them so that the 
variance of the ratio can be estimated. 

B. Suppose you want to compare the unem- 
ployment rate for Blacks to that of the total 
population. This article gives a simple alge- 
braic formula for the correlation coefficient 
between the two estimated rates and also for the 
variance of the difference between the two rates. 

The major impetus for this article came from a 
desire to estimate covariances among estimates 
from different subsamples of the 1970 Decennial 
Census. This was part of an effort to determine 
standard errors for the ratio of the number of 
certain minority groups who are U.S. citizens 
18 years of age and older to the total number of 
U.S. citizens 18 years of age and older in indiv- 
idual counties. [2] This was of interest to us 

in connection with determining which jurisdic- 
tions should be included in coverage under the 
1975 amendments to the Voting Rights Act. Con- 
sider, for example, the minority group Spanish. 

Data on whether a person is of Spanish heritage 
or not is available from the 15 percent sub - 
sample of the decennial census. Citizenship data, 

however, is available from the 5 percent sub - 
sample. Thus we had to deal with ratios invol- 
ving data from different subsamples of the 
census. We used Taylor series approximations on 
the ratios which left us with sums involving var- 
iances and covariances. Estimates of the vari- 
ances were available. Many of the formulas in 
this article were derived for use in estimating 
the covariances. 

Section II of this article gives the basic nota- 
tion and assumptions. Section III contains all 
the formulas for correlation coefficients and, in 

four cases, the related variance estimates. 
Finally, the appendix covers proofs of all 
results given in section III. 

It should be noted that the results in this paper 
have been proven only for simple random sampling. 
However, the authors have applied these results 
to systematic cluster samples and believe they 
yield reasonable approximations. 

II. NOTATION 

Suppose we have a population of N units. A 
simple random sample without replacement 
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(S.R.S.W.O.R.) of size n is taken from this pop- 
ulation. From the units in this sample, a 
S.R.S.W.O.R. of size n is taken. Among the n 
units in the first sample, there are n units 

a 

not selected in the second sample (n =ñ +n ). 

The second sample is also a S.R.S.W.O.R. of size 
n from the entire population of N units. It is 

also true that the n remaining units constitute 
a S.R.S.W.O.R. of siyie nY from the entire popu- 
lation. 

Let xB, and xC be sample estimates of the 

number of units in the population that have char- 
acteristics A, B, and C respectively. Estimate 
xA is calculated from the first sample, estimate 

from the second sample, and estimate from 

the remaining units. XA, XB, and XC are the 

respective expected values of xA, xB, 

Let MA, MR, and MC represent the sets of all 

units in the population that have characteris- 
tics A, B, and C respectively. Also let 

= = , and f1 = Vis used to 

denote the coefficient of variation. 

Let xA xB MA MB XA, , XB, be defined in 

the same manner as MA, MB, XA, and XB 

respectively, except that A' and Bt are differ- 
ent characteristics than A and B. 

III. RESULTS 

A. Let Mi:MB, then p 
x 

A, B 

(1-fa)f 

fa(1-fß) Vx 
A 

This formula applies when the set of all units 

in the population that have the characteristic 
estimated from the large sample is a subset of 

the set of units in the population that have the 
characteristic estimated from the subsample. 
For example, consider unemployment and civilian 
labor force where civilian labor force is esti- 

mated from a subsample of the sample from which 
unemployment is estimated. 

1. Special Case #1: 

xB 

=> px x 
A, B VxA 

This formula applies in the case where the set 
of units that have one of the characteristics is 
a subset of the set of units that have the other 
characteristic and both characteristics are 
estimated from the same sample. 



2. Special Case #2: 

na A =B => - 
1 -fß 

(This result due to Bershad [1].) 

This case applies when there is one character- 
istic estimated twice, the second estimate being 
formulated from a subsample of the sample used to 
produce the first estimate. 

B. Let MB MA, then 
V 

A, B 

This formula applies when the set of units in the 
population that have the characteristic estimated 
from the subsample is a subset of the set of 
units in the population that have the character- 
istic estimated from the large sample. 

V 

C. Let then px 
x 1 -fß 

VB 
B, C x 

This formula applies when a sample is taken and 
one characteristic is estimated from a subsample 
of the sample and the other characteristic is 
estimated from the units of the first sample 
that are not in the subsample. Furthermore, the 
set of units that have one of the character- 
istics must be a subset of the set of units that 
have the other characteristic. For example, 
consider lawyers and white collar workers where 
the number of lawyers is estimated from the 1970 
Census 5 percent sample and the number of white 
collar workers is estimated from the 1970 Census 
15 percent sample. 

1. Special Case: 

na 
a 

B =C => -f p 

a - (1- fß)(1-f ) 

(This result due to Bershad [1].) 

This case applies when there is one character- 
istic estimated twice, first from a subsample of 
an original sample and secondly from the units of 
the original sample that are not in the sub - 
sample. 

D. Let = 

1 -fa 
then p - 

fa(N-1) 
A B 

2 X X (1-f 

VAR(xp 
fa(N1) 

This is applicable when 
have the characteristic 

sample is disjoint from 
have the characteristic 
sample. 

the set of units that 
estimated from the large 
the set of units that 
estimated from the sub- 
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E. Let = 

then p - 
xBxC 

B C 

2 X 

B 

X 

VAR(xB 
B 
+ 

This applies when a sample is taken and one char- 
acteristic is estimated from a subsample of the 
sample and the other characteristic is estimated 
from the units in the first sample that are not 
in the subsample. Furthermore, the set of units 
that have one of the characteristics is disjoint 
from the set of units that have the other char- 
acteristic. For example, consider college grad- 
uates and persons with only a high school educa- 
tion where the number of college graduates is 

estimated from the 1970 Census 15 percent sample 
and the number of persons with only a high 
school education is estimated from the 1970 
Census 5 percent sample. 

F. Let MB MA, MB; MB, MA MA, MB MA, 

.na = nß, pA, 
, 

, and 
A 

then p 

A PA',PB' X A 

and 

' 

X 
VAR(P ,- 

a2 
+ 1-2 B a2 

A PA' XA PB, 

(This result due to Tomlin [3].) 

Illustration: 

NOTE: MA is the 

whole 
circle and 

MB is the 

whole 

inner 
circle. 

As an example of a situation in which these 
formulas apply, consider the unemployment rate 
for blacks and the' overall unemployment rate, 
where both are estimated from the same sample. 



G. Let A=B, MA ÇMA, MA nMB, = 

XA' 
PA,' 

' 

and PB' 
X 
B' 

then 

(1- 
and 

VAR(pA,- 
PA 2 

+ 

(This result due to Tomlin [3].) 

As an example of a situation in which these 
formulas apply, consider the proportion of 
employed persons who are chemists and the pro- 
portion of employed persons who are engineers, 
where both are estimated from the same sample. 
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APPENDIX - PROOFS OF RESULTS 

I. Proof of A 

cov(xA,xB) cov(E(xA/na),E(xB/na)) + E[cov(xA,xB/na)] 

= cov(xA,yB) + 

where y8 

n 
N 

a 
s., where s. = 

na i=1 

(since E = 

1 if unit i has characteristic B 

-0 otherwise 

N-n 
now cov(xA,yB) N 

i=1 

thus p = 

1 
na A 

1 

na A 

a a 
XB 

N N 
E r. E s. 

i=1 

(N-na)nß N-n 

na(N-nß) 
since 

o2 

N 
nß N-1 

A 
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N 
r. is the indicator function 

for characteristic A) 

(1_fa)fß 

fa(1-fß) 
Vx 

A 



II. Proof of B 

Using the same argument as in A, we have: 

N -na 
1 

N 
n 
a 

XB 1 

PXAXB= a 
XA XB 

V 

Vx 

III. Proof of C 

cov(xB,xc) 'cov(E(xB /na), E /na) ) + E(cov(xB,xC /na) ) 

Consider 

na (s and t are indicator functions for characteristics 
E(x x /n) =EN v.s N E w.t. B and C respectively and v and w are the indicator 

B C a 
i =1 1 i =1 functions for the samples of size n and n res- 

n$ pectively.) 

Nz Nz nY na 
na 

E s.t. E(v.w.) + s.t. E(v.w.) t. nn (na-1) 1 1 j na 

so 
n n 

N2 a 
E(cov(xBxC/na) ) = E 

(n 
E ti E 

a i=1 

N 2 na 
- E s. t. 
na 

N2 N N N 

(n 
£ tisi E(.i) 

i#j 

(u is the indicator function for the sample of size na.) 

N2 na na(na-1) N na 
XC (XB 1) N(-1) na(na-1) XC 

na(na-1) XC + na(N-1) XC (XB-1) (na-1) XC 

N-Nn 

na(na-1) + na(N-1) XC (XB-1) 

next 
N-n XB 

) = N 
n 
a 
1 XC - Ñ 

a 

and then 

N -n X N -Nn 
N a 

1 X 1- B+ a X + N X (X -1) V 
na N -1. C N na(na -1) C na(N -1) C B - 

a 1 Vx 
B C C 

(This equality results after the 
use of a lot of algebra which is 
not presented here.) 
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IV. Proof of D 

Using arguments similar to those used in A and B, we have: 

V. Proof of E 

N-na 1 XAXB 
N 

N-1 1-fa 
1 

XB fa(N-1) V Vx 
A B 

cov(xB,xc) = E ov(xB,xC + cov /na), E(xc 

N -n 
now cov(E(xB /na), E(xC /na)) = cov 

- XB XC 

is defined as in the proof of A and yc is defined in the same manner.) 

Next, consider 

E Eov(xB,xC = E 

C 
(xBxc - E(xB /na) E(xc 

na na 

E(xBxc /na) = E N E vis. NE w t. (s and t are the indicator functions for character - 
i=1 i =1 istics B and C respectively and v and w are the 

indicator functions for the sample of size n6 and 
the sample of size of respectively.) 

n 

= Z s.t. E(v.w.) + sit. E(viw) 
i=1 3 

N2 
E s.t. E(v.w.) = - s.t. 

1 
13 13 

3 

n n-1 

and 
n n n 

N2 
a N2 

E(xB/na) E(xc/na) = E s. t. - E 

a i=1 i=1 

so 
n 

N2 N2 

= E 1) sit' 
na i#j 

Thus 

= 

VI. Proof of F 

N2 

na(na 
-1) 

E 

na 
N 

E - s.t. E(u.u.) 
i 

n2 a(na-1) 
i i 

(u is the indicator function for the sample of size na.) 

2 n -1) 

na na 1) XB XC N(N-l) á(N -1) XB XC 

N-n 

na(N-1) XB n 
a 

(N-1 (Nil) XB XC XB XC 

XB XC 
a 
XB XC 

Let MD and PD, be the estimated proportion of units in MD that have characteristic A'. 

(MB is the complement of MB). cov(pB,,pD,) = E 

C 
ov(pB,,pD,) 

/(xB,xD)1 
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+ cov& (p E(pD, 0, where is the sample estimate of the number of 

units` in the population that have characteristic D. Note that for cluster sampling rather than 
simple random sampling, this covariance may not always be close to zero. 

Now, + Thus, cov(pA,pB,) VAR(pB,) + cov VAR(PB,) 
A A A A A 

XBapB, 

=> 

pPA',PB' XAaPA X 
So that VAR(pA, - 2 

XA 
= + 1 -2 2 

VIII. Proof of G 

Let r, r', and s' be the indicator functions for characteristics A, A', and B' respectively. Let 
u be the indicator function for the sample. 

N N 
N 

Then let k = u!r!, = and m = 

So coy ) = cov j = cov (E (-/k), E ) + E (cov(,k) ) = O+E (- cov(iL,m/k) ) 
XA XA 

E(R/k) = k and E(m/k) = k E(Rm/k) = E E E 

i=1 

where z is the indicator function for a S.R.S.W.O.R. of k units that have characteristic A from the pop- 
ulation of units that have characteristic A. 

i XA XA XA 
k(k-1) 

= E zirisi + = s' E(zizj) X(X 1) XA,XB, 
\i=1 

A A 

k2X X 

Thus cov(R,m/k) = X k P 

X 
k(k-1) 

X A B =-k- A (k-1 (since A=B) -k 
XA (XA, 1) A' B' P ) 

A, 
P 

1 
(A good approximation for large 

So, cov(pA, E PA, 

-PA,) 2PA, 

From this we have, VAR(pA' 
k 

+ 
k 

+ 2 + a 1 + 
PA' PB' 

and, 
PA, 

(1-PA,)(1-PB,) 
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